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Machine Learning methods

Supervised learning Unsupervised learning

● Support vector 
machines.

● Decision trees 
and random 
forests.

● Neural networks 
(logistic, 
convolutional, 
etc.).

● Clustering. 

● Dimensionality 
reduction.

● Neural networks 
(auto-encoders, 
GANs, etc.).

● Anomaly/outlier 
detection.



Supervised learning:
Dense neural network regression

● Used a neural network to 
calculate the orbital 
degradation factor in the 
search for binary pulsars in 
radio data.

● Once trained, NN provides 
incredibly fast calculations, 
which are required in 
population synthesis 
studies.



Machine learning search 
for variable stars 

Pashenko et al., 2018.

● Trained a broad range of ML algorithms on 
168 objects (OGLE) using 18 variability 
indices.

● OGLE-II results: 205 candidates, of which 178 
are real, and 13 are new discoveries.

https://academic.oup.com/mnras/article/475/2/2326/4739359
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Transfer learning for classification
Agarwal et al., 2020

● Train a deep convolutional 
neural network to detect fast 
radio bursts, a class of radio 
transients.

● Bulk of neural network design 
leveraged image classifiers 
pre-trained on ImageNet like 
ResNet50, VGG16, DenseNet.

https://ui.adsabs.harvard.edu/abs/2020MNRAS.497.1661A/abstract


Transfer learning with classification
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Classification with autoencoders
Ma et al., 2019

● Design a convolutional auto-encoder to 
classify radio AGN into six types: FR I/II, 
FR I/II-like bent-tailed, X-shaped, ring-like.

● Clever use of augmentation to increase 
their training set.

https://iopscience.iop.org/article/10.3847/1538-4365/aaf9a2/meta
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More interesting applications of ML to 
astronomy:
● More applications:

○ Bayesian neural networks

○ Distribution learning with normalizing flows.

○ Time series analysis with neural networks.

○ LLMs in astronomy? AstroLlama, Slack chatbots grounded in arXiv, survey of 

ChatGPT and LLM use by astronomers. (also: next week’s colloquium speaker)

○ Outlier detection

● Many algorithms already available in Python:

○ Scikit-learn

○ Tensorflow

○ Keras for deep learning.

https://www.cs.toronto.edu/~duvenaud/distill_bayes_net/public/
https://arxiv.org/abs/1908.09257
https://www.tensorflow.org/tutorials/structured_data/time_series
https://astromlab.org/index.html
https://arxiv.org/html/2405.20389v1
https://arxiv.org/abs/2409.20252
https://arxiv.org/abs/2409.20252
https://www.sciencedirect.com/science/article/pii/S2213133724000660?casa_token=38MxaeVj-14AAAAA:q5Yb4r0mGW3GLLVNZraAHSQTMJcLpYeYb39HDNF0bQjdTNJSa2_Km8nOqgSkQqcbyom1NKUs
https://scikit-learn.org/stable/
https://www.tensorflow.org/
https://keras.io/

